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Many combinatorial problems.

Find a matching of max weight in $G(V, E)$.

$$\begin{align*}
\text{max} & \quad w \cdot x \\
x_e & \geq 0 \quad \forall e \in E; \\
x_{e_1} + x_{e_2} & \leq 1 \\
x_{e_2} + x_{e_3} & \leq 1 \\
x_{e_1} + x_{e_3} & \leq 1 \\
x & \in \mathbb{Z}^3
\end{align*}$$

"My view of linear programming was that it was the study of systems of linear inequalities and that it was closely analogous to studying systems of linear equations. Systems of linear equations could be solved in integers (Diophantine equations), so why not systems of linear inequalities?"

(Ralph Gomory, 2008, talking about his 1958 paper)

Edmonds, 1965: Polytime algorithm for max weighted matching.
On algorithms for Integer Programming


Edmonds, 1965: Polytime algorithm for max weighted matching.

Karp, 1972: Integer Programming is NP-Hard (even detecting feasibility).
On algorithms for Integer Programming


Edmonds, 1965: Polytime algorithm for max weighted matching.

Karp, 1972: Integer Programming is NP-Hard (even detecting feasibility).

Edmonds, 1965: Polytime algorithm for max weighted matching.

Karp, 1972: Integer Programming is NP-Hard (even detecting feasibility).
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Solving IP with LP: the matching polytope [Edmonds, 65]

\[ P_M = \text{convex hull of characteristic vectors of matchings in a graph } G(V, E). \]

\[
P_M = \{ x \in \mathbb{R}^E : \begin{align*}
x_e & \geq 0 \quad \forall e \in E; \\
x(\delta(v)) & \leq 1 \quad \forall v \in V; \\
x(E(U)) & \leq \left\lfloor \frac{|U|}{2} \right\rfloor \quad \forall U \subseteq V, |U| \text{ odd.} \}
\]

The problem can now be solved by Linear Programming!
Questions:

- How can we obtain exact formulations?
- Are some formulations better than others?
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Question:

- If we are given a relaxation, can we make it **stronger**?
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- **Exact formulations**: Extended formulations;
- **Techniques to strengthen a relaxation**: Cutting plane theory and Hierarchies.
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- **Exact formulations**: Extended formulations;
- **Techniques to strengthen a relaxation**: Cutting plane theory and Hierarchies.

A detailed list of "candidate" topics is on the webpage.

What you will learn:

- Techniques to attack IP problems;
- Beautiful and important results in the field;
- Open problems, and (some of) the tools to attack them.
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Let \( A \in \mathbb{R}^{m \times n},\ b \in \mathbb{R}^m \). A set \( P = \{ x \in \mathbb{R}^n : Ax \leq b \} \) is a polyhedron.

\[
P \text{ polyhedron}
\]

\[
\text{conv}\{ x \in P : x \in \mathbb{Z}^n \} \text{ is a polyhedron.}
\]

False! \( P = \{ x \in \mathbb{R}^2 : x_1 \geq \sqrt{2}x_2,\ x_2 \geq 0,\ x_1 \geq 1 \} \).

True if \( P \) is bounded (Minkowski-Weyl’s Theorem) or \( A,\ b \) are rational (Meyer’s Theorem).